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#### Abstract

For optimal control problems there is a classical discussion of whether one should first optimize the problem and then discretize it, or the other way round. We are interested in exploring a similar question related to domain decomposition methods for optimal control problems which have received substantial attention over the past two decades, but new methods were mostly developed using the optimize-then-decompose approach. After a detailed introduction to this subject, we present and analyze a new domain decomposition method for optimal control problems that comes from the decompose-then-optimize strategy, which is less common. We use as our model problem a linear quadratic optimal control problem, which we decompose and then solve using an augmented Lagrangian optimization technique. This leads to a new domain decomposition algorithm for such problems that has very good scalability properties. We prove that, when the algorithm converges, it necessarily converges to an optimal point of the original, non-decomposed problem. We illustrate the efficiency of our new domain decomposition method with numerical examples from which we obtain very desirable properties for domain decomposition methods, namely that the convergence is independent of the meshsize and the number of subdomain.
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1. Introduction. In optimal control and PDE constrained (equivalently constraint is commonly used) optimization problems of the form

$$
\begin{equation*}
\min _{y, u} \quad \mathcal{J}(y, u) \quad \text { s.t. } \quad g(y, u)=0 \tag{1.1}
\end{equation*}
$$

a subject of discussion is the question of whether one should first optimize and then discretize the problem, i.e. compute the Lagrangian first order optimality conditions

$$
\begin{equation*}
\nabla \mathcal{L}(y, u, \lambda)=0 \tag{1.2}
\end{equation*}
$$

and then discretize them (optimize-then-discretize or indirect method, path going from the middle down and then to the left in Figure 1.1), or if it is better to first discretize and then optimize the problem (discretize-then-optimize or direct method, path going left and then down in Figure 1.1), see e.g. [50]. There are advantages to both approaches: for discretize-then-optimize, one always obtains the true gradient of the discrete problem, even when the discretization is coarse, and symmetric formulations remain symmetric. Also, for time dependent problems, due to the Pontryagin maximum principle (see [23] for a historical introduction), the first order optimality conditions are of the form of a Hamiltonian differential equation, and if one discretizes first and then optimizes, this geometric structure can automatically be preserved [14],
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Fig. 1.1: Discretize then optimize versus optimize then discretize (left part) and decompose then optimize versus optimize then decompose (right part).
see also [29, 7] and [30, Chapter VI, exercises $14,15,16]$. This is rather elegant, and can be important in low dimensions close to a critical value of the Hamiltonian, but not in general since the first order optimality condition is a boundary value problem and the time interval is not very large in general. In optimize-then-discretize, none of the above properties hold, but discretizations are much more flexible, one can adapt locally independently in the forward and backward problem, which can be an advantage, also in hyperbolic problems where CFL conditions need to be met. In some cases, the two approaches also commute.

We are interested here in a new, analogous question for optimal control problems and PDE constrained optimization when designing and analyzing parallel algorithms for their solution using domain decomposition (DD), namely the decompose-thenoptimize and optimize-then-decompose approaches, see the right part of Figure 1.1. The situation here is more involved, and much less explored in the literature. Historically, the FETI method [19] was developed in this spirit, albeit for unconstrained optimization, and using the equivalence of the Laplace problem and the minimization of the Dirichlet integral, see the blue arrows in Figure 1.1: for FETI, one first considers the PDE problem as an equivalent minimization problem (blue arrow going up), then decomposes the minimization problem at the variational level (red arrow going to the right and blue arrow going down), which makes Neumann traces match automatically, and thus only the Dirichlet traces need to be imposed to match explicitly for the DD solution to be a solution of the underlying PDE which is done in FETI using Lagrange multipliers. FETI is also historically not written as an iteration, like the equivalent dual Schur complement method at the discrete level, and the Conjugate Gradient method is used to solve the decomposed system. Using however a stationary residual correction method for the FETI system shows that it is a classical Dirichlet-Dirichlet method (blue arrow going down), the dual of the Neumann-Neumann method [9] or primal Schur complement method at the discrete level, see e.g. [15, Section 4.8].

The optimize-then-decompose approach (black arrow going down in the middle and then right green arrow in Figure 1.1) has received quite some attention in the literature, since one can directly apply standard DD methods to the optimality system (1.2), and then study their convergence, which leads to interesting new results for DD methods, see for example [21, 22, 24, 25], and also [44]. In contrast to the optimize-then-discretize approach, in the optimize-then-decompose approach, it is also often shown that the resulting DD iterations can be interpreted as solving optimal control problems on the subdomains during the DD iteration, i.e. the green arrow going up on the right in Figure 1.1, see e.g. [42, 21, 22, 27, 17, 16, 43, 51]. DD methods can also
be interpreted as an optimization problem, see for example [18], where optimization techniques are used to minimize the jumps in interface traces.

We focus here on the rather new decompose-then-optimize approach indicated by the red arrows going right and down in Figure 1.1. The idea here is to add some continuity constraints in the feasible set associated to the decomposed PDEs. These constraints must then be handled by different optimization techniques. Due to the many optimization techniques, one can discover new DD methods doing this, and even try to interpret their meaning as DD methods for the first order optimality system, as indicated by the left going red arrow in Figure 1.1. A very fruitful source for such new methods is the augmented Lagrangian technique introduced by Hestenes in [31], see also Powell [49]. In this approach one has, for (some of) the constraints, a penalization function composed of a quadratic penalty term and a scalar product involving a Lagrange multiplier. There is then a precise iterative algorithm on how to update the Lagrange multiplier and the penalty parameter in order to converge to an optimum, the augmented Lagrangian method. Without DD, this method has been successfully applied to many PDE-constrained optimization problems over the past decades, see $[1,3,4,5,11,12,13,32,35,36,37]$, and the method is suitable for the analysis in infinite dimensional spaces, see for instance [38, 39, 40].

Our goal is to show how one can design and analyze new DD algorithms based on the principle of decompose-and-optimize, and we follow Emile Picard's recommendation [48] to do so: "Les méthodes d'approximation dont nous faisons usage sont théoriquement susceptibles de s'appliquer à toute équation, mais elles ne deviennent vraiment intéressantes pour l'étude des propriétés des fonctions définies par les équations différentielles que si l'on ne reste pas dans les généralités et si l'on envisage certaines classes d'équation ${ }^{1}$." We will thus choose a specific PDE-constrained optimization problem and use the augmented Lagrangian method to solve it to discover a new domain decomposition method based on the decompose-then-optimize approach.

Our paper is organized as follows: in Section 2, we present the decompose-thenoptimize method based on the augmented Lagrangian algorithm for a linear quadratic optimization problem. In Section 3 we study the convergence of the new DD method for 2 subdomains, and explain how the results can be extended to more general decompositions ; we also use Fourier techniques to get more insight into the convergence behavior. Afterwards, we show numerically the excellent scalability properties of our algorithm in Section 4, and we draw some conclusions in Section 5.

Notations. We denote by $\nabla q$ the gradient of a real-valued function. Assuming that we have a Hilbert space $\mathcal{H}$ and a subspace $\mathcal{X}$ such that $\mathcal{X} \subset \mathcal{H} \subset \mathcal{X}^{*}$ is a Gelfand triple, the directional derivative of a function $F: x \in \mathcal{X} \mapsto F(x) \in \mathbb{R}$ is

$$
\partial_{x} F(x)[\delta x]=\lim _{t \rightarrow 0} \frac{F(x+t \delta x)-F(x)}{t}=\left\langle\partial_{x} F(x), \delta x\right\rangle_{\mathcal{X}^{*}, \mathcal{X}}
$$

where $\partial_{x} F(x)$ is the gradient of $F$. The notation $A \lesssim B$ means that there exists a constant $C$ which can depend only the domain $\Omega, C=C(\Omega)$, such that $A \leq C(\Omega) B$. For $\Gamma_{\cap} \subset \partial \Omega$, we denote by $H^{s}\left(\Gamma_{\cap}\right)$ the restriction to $\Gamma_{\cap}$ of distributions in $H^{s}(\partial \Omega)$, and by $H_{00}^{\frac{1}{2}}\left(\Gamma_{\cap}\right)$ the set of distributions defined on $\Gamma_{\cap}$ such that their extension with 0 on $\partial \Omega$ is in $H^{\frac{1}{2}}(\partial \Omega)$. We refer to [45] for more information about these trace spaces.

[^1]2. A decompose-then-optimize method based on the augmented Lagrangian algorithm. As indicated above, we use as our model problem the linear quadratic PDE constrained optimization problem ${ }^{2}$
\[

$$
\begin{array}{ll}
\min & \tilde{\mathcal{J}}(y, u):=\frac{1}{2}\left\|y-y_{\text {target }}\right\|_{L^{2}(\Omega)}^{2}+\frac{\alpha}{2}\|u\|_{L^{2}(\Omega)}^{2} \\
\text { s.t. } & \left\{\begin{aligned}
-\Delta y & =f+u \text { on } \Omega, \\
\left.y\right|_{\partial \Omega} & =0,
\end{aligned}\right. \tag{2.1}
\end{array}
$$
\]

where $\Omega$ is a bounded open subset of $\mathbb{R}^{d}, d \geq 1$, with Lipschitz boundary, $u \in L^{2}(\Omega)$ is our control and $f \in L^{2}(\Omega)$ is an imposed source term.

For FETI, an ad hoc augmented Lagrangian formulation penalizing the Dirichlet jumps has already been proposed in [46], which led to Robin transmission conditions when interpreted as a DD method, see also [2] for an augmented Lagrangian formulation with inequality constraints for FETI. For the PDE constrained optimization problem (2.1) however, we are only aware of [28,34], where a quadratic penalization approach was studied with the PDE constraint decomposed into subdomains, and the trace jumps at the interfaces were then penalized in the augmented cost formulation. In [41], the authors also use an augmented Lagrangian method but to penalize the entire PDE, in addition to a decomposition technique, with no proof on convergence.

We decompose the domain of the PDE constraint in (2.1) into $J$ non-overlapping subdomains, $\bar{\Omega}=\cup_{j=1}^{J} \bar{\Omega}_{j}, \bar{\Omega}_{i} \cap \bar{\Omega}_{j}=\emptyset$, and then add continuity constraints along the interfaces $\Gamma_{i j}:=\partial \Omega_{i} \cap \partial \Omega_{j}=\Gamma_{j i}$. We denote the normal on $\Gamma_{i j}$ outward from $\Omega_{i}$ into $\Omega_{j}$ by $\mathbf{n}_{i j}$. The decomposed optimization problem then reads

$$
\begin{align*}
& \min _{y, u, g} \mathcal{J}(y, u, g)=\sum_{j=1}^{J} \frac{1}{2}\left\|y_{j}-y_{\text {target }}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}+\frac{\alpha}{2}\left\|u_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2} \\
& \text { s.t. }\left\{\begin{array}{rlrl}
-\Delta y_{j} & =f+u_{j} & & \text { in } \Omega_{j}, \\
y_{j} & =0 & & \text { on } \partial \Omega \cap \Omega_{j}, \\
\left.\partial_{\mathbf{n}_{j i}} y_{j}\right|_{\Gamma_{j i}} & =g_{j i}, g_{j i}=-g_{i j} & & \text { on } \Gamma_{i j} \neq \emptyset, \\
y_{j} & =y_{i} & & \text { on } \Gamma_{i j} \neq \emptyset, \\
\left(u_{j}, g_{j}\right) & \in \mathcal{U} . &
\end{array}\right. \tag{2.2}
\end{align*}
$$



Fig. 2.1: Example decomposition of $\Omega$ into four subdomains $\Omega_{j}$.

The controls $u=\left(u_{1}, u_{2}, \ldots, u_{J}\right)$ and the states $y=$ $\left(y_{1}, y_{2}, \ldots, y_{J}\right)$ are now split into subdomain quantities, and $\mathcal{U}$ is the set of admissible controls which is defined below. Note that we added additional unknowns function $g:=\left(g_{j i}\right)_{j i}$ on the interfaces, which represent the normal derivative there that must match between the two subdomains, and also equations, because the matching conditions $\left.\partial_{\mathbf{n}_{j i}} y_{j}\right|_{\Gamma_{j i}}=\left.\partial_{\mathbf{n}_{j i}} y_{i}\right|_{\Gamma_{j i}}$ are replaced in (2.2) by the two equations stating that each normal trace must equal $g_{j i}$. Hence the new unknowns $g_{j i}$, like the unknown solutions $y_{j}$, must now appear in the minimization problem formulation in the first line in (2.2) on the left.
The set of admissible controls $\mathcal{U}$ is defined as

$$
\mathcal{U}:=\left\{\left(u_{j}, g_{j i}\right) \mid u_{j} \in L^{2}\left(\Omega_{j}\right), g_{j i} \in H^{-1 / 2}\left(\Gamma_{j i}\right) \text { and } g_{j i}=-g_{i j}\right\}
$$

[^2]We can prove that the problems (2.1) and (2.2) have the same feasible sets and are therefore equivalent. Note that we could also have added an unknown for the Dirichlet traces instead, or even both Dirichlet and Neumann, which would lead to further new DD algorithms with the approach we describe below.

We next define a reduced problem associated to (2.2) by eliminating the subdomain solutions $y_{j}$ (like static condensation),

$$
\begin{align*}
& \min _{u, g} \widehat{\mathcal{J}}(u, g):=\sum_{j=1}^{J} \frac{1}{2}\left\|y_{j}\left(u_{j}, g_{j i}\right)-y_{\text {target }}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}+\frac{\alpha}{2}\left\|u_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}  \tag{2.3}\\
& \text { s.t. }\left.y_{j}\right|_{\Gamma_{j i}}-\left.y_{i}\right|_{\Gamma_{j i}}=0, \quad(u, g) \in \mathcal{U}
\end{align*}
$$

where the statically condensed solutions $y_{j}\left(u_{j}, g\right)$ satisfy

$$
\left\{\begin{array}{rr}
-\Delta y_{j} & =u_{j}+f  \tag{2.4}\\
y_{j} & =0
\end{array} \quad \text { in } \Omega_{j}, ~ \text { on } \partial \Omega \cap \partial \Omega_{j}, ~\left(~ o n ~ e a c h ~ p a r t ~ o f ~ \partial \Omega_{j} \backslash \partial \Omega=\cup_{i} \Gamma_{j i} .\right.\right.
$$

Our new DD method is obtained when applying an augmented Lagrangian algorithm to the reduced optimization problem (3.2). In the augmented Lagrangian algorithm, one does not only add the Lagrange multiplier term to the cost functional to form the Lagrangian, but in addition also penalizes (some of) the constraints in the Lagrangian. The augmented Lagrangian algorithm is then given by an iteration, in which at each iteration step an unconstrained optimization problem is solved for fixed values of the Lagrange multipliers and penalization parameters, and based on the result, these multipliers and parameters are updated, see [31]. In the context of (2.3), the continuity constraints $\left.y_{j}\right|_{\Gamma_{j i}}-\left.y_{i}\right|_{\Gamma_{j i}}=0$ are those we penalize. The augmented cost functional we use for the reduced optimization problem (2.3) is

$$
\begin{align*}
\widehat{\mathcal{J}}^{+}(u, g ; \lambda, \rho)= & \widehat{\mathcal{J}}(u, g)+\sum_{(i, j)} \int_{\Gamma_{i j}}\left(y_{i}\left(u_{i}, g\right)-y_{j}\left(u_{j}, g\right)\right) \lambda_{i j}  \tag{2.5}\\
& +\sum_{(i, j)} \frac{\rho_{i j}}{2}\left\|y_{i}\left(u_{i}, g\right)-y_{j}\left(u_{j}, g\right)\right\|_{L^{2}\left(\Gamma_{i j}\right)}^{2}
\end{align*}
$$

where the sum is taken so that each interior interface is considered only once (there is a slight abuse of notation in (2.5) since, if $\lambda_{i j} \in H^{-1 / 2}\left(\Gamma_{j i}\right)$, the integral $\int_{\Gamma_{i j}}$ must be understood as a duality bracket). The augmented Lagrangian algorithm then solves approximately at each iteration for given values $\lambda=\lambda^{k}$ and $\rho=\rho^{k}$ the reduced minimization problem

$$
\begin{equation*}
\min \widehat{\mathcal{J}}^{+}\left(u, g ; \lambda^{k}, \rho^{k}\right) \text { s.t. }(u, g) \in \mathcal{U} \tag{2.6}
\end{equation*}
$$

This iteration defines our new DD method for the optimal control problem (2.1) decomposed into subdomains as in (2.3). This approach is summarised in Algorithm 2.1. It should be noted that a closely related approach can be found in [8], but the authors treat the variables $g_{j i}$ as implicit Lagrange multipliers for the continuity of the adjoint state over the interface $\Gamma_{\cap}$ (see [8, Remark 3.4.3]) and there is no convergence proof to the optimal solution.

Remark 2.1. Note that in Algorithm 2.1, the solution of (2.6) is parallelizable: for fixed $u_{j}$ and $g$, the PDE-constraint can be solved in parallel, meaning each $y_{j}\left(u_{j}, g\right)$ can be found on independant processors. The same holds for the solution of the adjoint system (see Eq. (3.5) when 2-subdomains are considered). Also, during the update of

```
Algorithm 2.1: New DD Algorithm based on Augmented Lagrangian
    Data: Set initial tolerances \(\left\{\eta_{i j}^{0}, \omega_{i j}^{0}\right\}_{i j} \subset(0,1)^{2}\), choose \(\tau>1\), and set
            \(k=0\).
            Choose an initial guess \(u^{0}, g^{0}\), and initial parameters \(\left\{\lambda_{i j}^{0}\right\}_{i j} \subset \mathcal{V}_{\cap}^{*}\),
    \(\left\{\rho_{i j}^{0}\right\}_{i j} \subset(1, \infty)\).
    while \(\sum_{\left\{i j, \Gamma_{i j} \neq \emptyset\right\}}\left\|y_{i}^{k-1}-y_{j}^{k-1}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2} \geq \max _{i j} \eta_{i j}^{k}\) do
        Solve approximately (2.6) for \(u^{k}, g^{k}\) s.t. \(\left\|\partial_{u, g} \widehat{\mathcal{J}}^{+}\left(u^{k}, g^{k}\right)\right\|_{\mathcal{U}^{*}} \leq \max _{i j} \omega_{i j}^{k}\);
        for \(i, j\) such that \(\Gamma_{i j} \neq \emptyset\) do
            if \(\left\|y_{i}^{k}-y_{j}^{k}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2} \leq \eta_{i j}^{k}\) then
                \(\lambda_{i j}^{k+1}=\lambda_{i j}^{k}+\rho_{i j}^{k}\left(y_{i}^{k}-y_{j}^{k}\right) ; \quad\) // update multiplier
                \(\rho_{i j}^{k+1}=\rho_{i j}^{k} ; \quad\) // keep penalization
                \(\omega_{i j}^{k+1}=\left(\rho_{i j}^{k}\right)^{-1} \omega_{i j}^{k} ; \quad\) // decrease tolerances
            \(\eta_{i j}^{k+1}=\left(\rho_{i j}^{k}\right)^{-1 / 2} \omega_{i j}^{k} ;\)
            else
                \(\lambda_{i j}^{k+1}=\lambda_{i j}^{k} ; \quad\) // keep multiplier
                \(\rho_{i j}^{k+1}=\tau \rho_{i j}^{k} ; \quad\) // increase penalization
            \(\omega_{i j}^{k+1}=\left(\rho_{i j}^{k+1}\right)^{-1} ; \quad / /\) update tolerances
            \(\eta_{i j}^{k+1}=\left(\rho_{i j}^{k+1}\right)^{-1 / 2} ;\)
        end
        end
        \(k \leftarrow k+1\)
    end
```

the descent method used in order to solve (2.1), an update of the $u_{j}$ occurs and can be done in parallel (since it is based on the value of the adjoint variable which is defined only on the subdomain $\Omega_{j}$ ), and most of the computation of $\widehat{\mathcal{J}}^{+}$is decoupled on each subdomain. The only synchronization barrier arises for the computation of the cost on the virtual boundaries $\Gamma_{j i}$ and the update of the virtual controls $g_{j i}$, since one needs to compute $\left.y_{j}\right|_{\Gamma_{j i}}-\left.y_{i}\right|_{\Gamma_{j i}}$ and thus this implies a synchronized communication between processors.
3. Convergence analysis. In this section, we will analyse the convergence of Algorithm 2.1 toward the solution of (2.1). We will only treat the two subdomains case in details, and comment on how these results can be extended to decomposition with more subdomains at the end of the current section.
Suppose we have two non-overlapping subdomains $\Omega_{1}, \Omega_{2}$ such that $\bar{\Omega}=\overline{\Omega_{1}} \cup \overline{\Omega_{2}}$, $\Omega_{1} \cap \Omega_{2}=\emptyset$ and $\partial \Omega \cap \partial \Omega_{j} \neq \emptyset$. We also need the functional spaces

$$
\begin{equation*}
\mathcal{V}_{\cap}:=H_{00}^{\frac{1}{2}}\left(\Gamma_{\cap}\right), \quad \mathcal{U}:=L^{2}\left(\Omega_{1}\right) \times L^{2}\left(\Omega_{2}\right) \times H^{-\frac{1}{2}}\left(\Gamma_{\cap}\right) \tag{3.1}
\end{equation*}
$$

where $\Gamma_{\cap}=\partial \Omega_{1} \cap \partial \Omega_{2}$ is the interface. The problem (2.3) with two subdomains then becomes

$$
\begin{align*}
& \min _{u, g} \widehat{\mathcal{J}}(u, g):=\sum_{i=1}^{2} \frac{1}{2}\left\|y_{i}\left(u_{i}, g\right)-y_{\text {target }}\right\|_{L^{2}\left(\Omega_{i}\right)}^{2}+\frac{\alpha}{2}\left\|u_{i}\right\|_{L^{2}\left(\Omega_{i}\right)}^{2}  \tag{3.2}\\
& \text { s.t. }\left.y_{1}\right|_{\Gamma_{\cap}}-\left.y_{2}\right|_{\Gamma_{\cap}}=0, \quad\left(u_{1}, u_{2}, g\right) \in \mathcal{U}
\end{align*}
$$

where the statically condensed solutions $y_{i}\left(u_{i}, g\right)$ satisfy

$$
\left\{\begin{array}{rlrl}
-\Delta y_{i} & =u_{i}+f & \text { in } \Omega_{i}  \tag{3.3}\\
\left.y_{i}\right|_{\partial \Omega \cap \partial \Omega_{i}} & =0 \\
\left.\partial_{\mathbf{n}} y_{i}\right|_{\Gamma_{\cap}} & =(-1)^{i+1} g, & i=1,2
\end{array}\right.
$$

The augmented Lagrangian associated to the reduced optimization problem (3.2) is defined as

$$
\begin{align*}
\min _{u, g} & \widehat{\mathcal{J}}^{+}(u, g ; \lambda, \rho)
\end{align*}=\widehat{\mathcal{J}}(u, g), ~=\int_{\Gamma_{\cap}}\left(y_{1}\left(u_{1}, g\right)-y_{2}\left(u_{2}, g\right)\right) \lambda+\frac{\rho}{2}\left\|y_{1}\left(u_{1}, g\right)-y_{2}\left(u_{2}, g\right)\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2} .
$$

The gradient of $\widehat{\mathcal{J}}^{+}$with respect to $u$ and $g$ can be computed by introducing the Lagrangian associated to (3.2) and is given by

$$
\partial_{u, g} \widehat{\mathcal{J}}^{+}\left(u, g ; \lambda^{k}, \rho^{k}\right)=\left(\begin{array}{c}
\alpha u_{1}-\tilde{p}_{1} \\
\alpha u_{2}-\tilde{p}_{2} \\
\left.\tilde{p}_{2}\right|_{\Gamma_{\cap}}-\left.\tilde{p}_{1}\right|_{\Gamma_{\cap}}
\end{array}\right),
$$

where $\tilde{p}_{i}$ are the adjoint variables that satisfy

$$
\left\{\begin{align*}
-\Delta \tilde{p}_{i}+y_{i} & =y_{\text {target }}  \tag{3.5}\\
\left.\tilde{p}_{i}\right|_{\partial \Omega} & =0 \\
\partial_{\boldsymbol{n}_{i}} \tilde{p}_{i} & =(-1)^{i}\left(\lambda^{k}+\rho^{k}\left(y_{1}-y_{2}\right)\right) \text { on } \Gamma_{\cap} .
\end{align*}\right.
$$

Note also that in this two subdomain case, $\eta_{i j}^{k}=\eta^{k}$ and $\omega_{i j}^{k}=\omega^{k}$.
3.1. Existence of a unique solution. Before studying the convergence of Algorithm 2.1, we first prove that (3.4) admits a minimizer and that, as $\rho \rightarrow+\infty$, the solution of the decoupled PDE constraint (3.3) at the optimum $(u, g)$ of (3.4) indeed satisfies the continuity at the interface. Note that Theorem 3.1 remains true for a number $J>2$ of subdomains.

Theorem 3.1. For any $\lambda^{k} \in \mathcal{V}_{\cap}^{*}$ and $\rho>0$, the optimization problem (3.4) admits a unique solution $(\bar{u}, \bar{g})$. If the associated $\left(\overline{y_{1}}, \overline{y_{2}}\right)$ satisfy (3.3), then, for any $\lambda^{k} \in$ $L^{2}\left(\Gamma_{\cap}\right)$, we have

$$
\begin{equation*}
\left\|\overline{y_{1}}-\overline{y_{2}}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2} \lesssim \frac{1}{\rho}+\frac{1}{\rho^{2}}\left\|\lambda^{k}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2} \tag{3.6}
\end{equation*}
$$

where the non explicitly mentioned constants do neither depend on $k$ nor on $\rho$.
Proof. First note that the admissible set $\mathcal{U}$ is convex, and the map $\left(u_{i}, g\right) \mapsto$ $y_{i}\left(u_{i}, g\right)$ is affine in $u_{i}$, linear in $g$ and injective. Therefore, we only need to prove the strict convexity of the associated function in the variables $(y, u)$,
$\mathcal{J}(y, u):=\frac{1}{2} \sum_{i=1}^{2}\left[\left\|y_{i}-y_{\text {target }}\right\|_{L^{2}\left(\Omega_{i}\right)}^{2}+\alpha\left\|u_{i}\right\|_{L^{2}\left(\Omega_{i}\right)}^{2}\right]+\int_{\Gamma_{\cap}}\left(y_{1}-y_{2}\right) \lambda^{k}+\frac{\rho^{k}}{2}\left\|y_{1}-y_{2}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2}$.
$\mathcal{J}$ is twice differentiable, and its Hessian matrix is clearly positive definite. This proves that $\mathcal{J}$ is strictly convex and [33, Theorem 1.46] then gives existence and uniqueness of the solution.

Let $(\bar{u}, \bar{g})$ be the unique solution to (3.4). We then have

$$
\begin{equation*}
\mathcal{J}(\bar{y}(\bar{u}, \bar{g}), \bar{u}) \leq \mathcal{J}(y(u, g), u), \text { for all admissible } u, g \tag{3.7}
\end{equation*}
$$

For any fixed $u \in L^{2}(\Omega)$, let $y_{\Omega} \in H_{0}^{1}(\Omega)$ be the unique solution to $-\Delta y_{\Omega}=u$ and $g_{\Omega}$ such that the restrictions $y_{\Omega, i}:=\left.y_{\Omega}\right|_{\Omega_{i}}$ satisfy $\left.\partial_{\mathbf{n}_{i}} y_{i}\right|_{\Gamma_{\cap}}=(-1)^{i+1} g_{\Omega}$. Since $y_{\Omega} \in H^{1}(\Omega)$, we have $y_{\Omega, 1}=y_{\Omega, 2}$ on $\Gamma_{\cap}$, and (3.7) then yields

$$
\begin{aligned}
\int_{\Gamma_{\cap}}\left(\overline{y_{1}}-\overline{y_{2}}\right) \lambda^{k}+\frac{\rho}{2}\left\|\overline{y_{1}}-\overline{y_{2}}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2} & \leq \mathcal{J}\left(y_{\Omega}\left(u, g_{\Omega}\right), u\right) \\
& =\frac{1}{2}\left[\left\|y_{\Omega}-y_{\text {target }}\right\|_{L^{2}(\Omega)}^{2}+\alpha\|f\|_{L^{2}(\Omega)}^{2}\right]=: C .
\end{aligned}
$$

Young's inequality together with the Cauchy-Schwarz inequality then gives
$2\left|\int_{\Gamma_{\cap}}\left(\overline{y_{1}}-\overline{y_{2}}\right) \lambda^{k}\right| \leq 2\left\|\lambda^{k}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}\left\|\overline{y_{1}}-\overline{y_{2}}\right\|_{L^{2}\left(\Gamma_{\cap}\right)} \leq \frac{2}{\rho}\left\|\lambda^{k}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2}+\frac{\rho}{2}\left\|\overline{y_{1}}-\overline{y_{2}}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2}$.
Combining the previous inequalities, we get
$\rho\left\|\overline{y_{1}}-\overline{y_{2}}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2} \leq 2 C-2 \int_{\Gamma_{\cap}}\left(\overline{y_{1}}-\overline{y_{2}}\right) \lambda^{k} \leq 2 C+\frac{2}{\rho}\left\|\lambda^{k}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2}+\frac{\rho}{2}\left\|\overline{y_{1}}-\overline{y_{2}}\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2}$,
from which we finally infer the estimate (3.6).
3.2. Convergence of the augmented Lagrangian. We now prove convergence of our new domain decomposition Algorithm 2.1. For ease of presentation, we denote by $x:=\left(u_{1}, u_{2}, g\right)$. As in [39] (see also references therein), we rely on a so-called asymptotic KKT (AKKT) conditions (see e.g. [39, Definition 5.2]). We will prove that Algorithm 2.1 implies that the generated sequence complies with this AKKT condition and that this yields convergence to the optimal solution of (3.2). As exposed in [39], this approach is common for analyzing the convergence of algorithms based on the augmented Lagrangian.

Before introducing AKKT conditions, we first give the (standard) KKT conditions for (3.2). We introduce the Lagrangian associated to (3.2) which reads

$$
\begin{equation*}
\mathcal{L}(x, \lambda)=\widehat{\mathcal{J}}(x)+\left\langle\lambda, c_{o}(x)\right\rangle_{\mathcal{V}_{\cap}^{*}, \mathcal{V}_{\cap}}, \tag{3.8}
\end{equation*}
$$

where $c_{o}: x=\left.\left(u_{1}, u_{2}, g\right) \in \mathcal{U} \mapsto y_{1}\left(u_{1}, g\right)\right|_{\Gamma_{\cap}}-\left.y_{2}\left(u_{2}, g\right)\right|_{\Gamma_{\cap}} \in \mathcal{V}_{\cap}$ is the linear map giving the continuity constraint and $y_{i}$ satisfies (3.3). We recall that some $x \in \mathcal{U}$ is a KKT point of (3.2) if

$$
\begin{equation*}
\exists \lambda \in \mathcal{V}_{\cap}^{*} \text { such that } \partial_{x} \mathcal{L}(x, \lambda)=0 \text { and } c_{o}(x)=0 \tag{3.9}
\end{equation*}
$$

To compute the derivative of $\mathcal{L}$ with respect to $x$, we introduce the linear operator $M(x): \mathcal{V}_{\cap}^{*} \rightarrow \mathcal{U}^{*}$ such that $M(x)^{*}=\partial_{x} c_{o}(x)$. Since $y_{i}$ are affine functions of $x$, the linear map $\partial_{x} c_{o}(x)$ does not depend on $x$ and we use the notation $M:=M(x)$. The differential of $\mathcal{L}$ with respect to $x$ can then be written as

$$
\partial_{x} \mathcal{L}(x, \lambda)[\delta x]=\partial_{x} \widehat{\mathcal{J}}(x)[\delta x]+\left\langle\lambda, M^{*} \delta x\right\rangle_{\mathcal{V}_{\cap,}^{*}, \mathcal{V}_{\cap}}=\left\langle\partial_{x} \widehat{\mathcal{J}}(x)+M \lambda, \delta x\right\rangle_{\mathcal{U}^{*}, \mathcal{U}}
$$

We can then recast (3.9) so that $x \in \mathcal{U}$ is a KKT point for (3.2) if

$$
\begin{equation*}
\exists \lambda \in \mathcal{V}_{\cap}^{*} \text { such that } \partial_{x} \widehat{\mathcal{J}}(x)+M \lambda=0 \text { and } c_{o}(x)=0 \tag{3.10}
\end{equation*}
$$

It is usual to ask for $M^{*}$ to be surjective ; this condition is called constraint qualification. As shown in the Appendix, for a two subdomain decomposition, one has

Theorem 3.2. The map $M^{*}: \mathcal{U} \rightarrow \mathcal{V}_{\cap}$ is surjective and linear.
This constraint qualification will now serve to analyse the convergence of iterates $\left(x^{k}, \lambda^{k}\right)$, which we suppose to be AKKT points, defined as follows:

Definition 3.3. We say that a feasible ${ }^{3}$ point $x \in \mathcal{U}$ respects the AKKT condition, if there are sequences $x_{k} \rightarrow x$ in $\mathcal{U}$ and $\left(\lambda^{k}\right) \subset \mathcal{V}_{\cap}^{*}$ such that

$$
\begin{equation*}
\partial_{x} \mathcal{L}\left(x^{k}, \lambda^{k}\right)=\partial_{x} \widehat{\mathcal{J}}\left(x^{k}\right)+M \lambda^{k} \rightharpoonup 0 \text { as } k \rightarrow+\infty \text { in } \mathcal{U}^{*} \tag{3.11}
\end{equation*}
$$

This convergence property implies boundedness of the sequence of multipliers:
Lemma 3.4. Suppose (3.11) is verified at some point $x^{*}$ (not necessarily feasible), and let $\left(x^{k}, \lambda^{k}\right)$ be the associated sequence. Then $\left(\lambda^{k}\right)$ is bounded.

Proof. First, note that $x \in \mathcal{U} \mapsto \partial_{x} \widehat{\mathcal{J}}(x) \in \mathcal{U}^{*}$ and $\lambda \in \mathcal{V}_{\cap}^{*} \mapsto M \lambda \in \mathcal{U}^{*}$ are strongly continuous. Due to Theorem 3.2 and [10, Théorème II.2.20], we have the estimate

$$
\begin{equation*}
\forall \lambda \in \mathcal{V}_{\cap}^{*},\|\lambda\|_{\mathcal{V}_{\cap}^{*}} \lesssim\|M \lambda\|_{\mathcal{U}^{*}} \tag{3.12}
\end{equation*}
$$

Therefore, for any $n \in \mathbb{N}$, we get

$$
\begin{aligned}
\left\|\lambda^{n}-\lambda^{0}\right\|_{\mathcal{V}_{\cap}^{*}} & \lesssim\left\|M \lambda^{n}-M \lambda^{0}\right\|_{\mathcal{U}^{*}} \\
& \lesssim\left\|\partial_{x} \widehat{\mathcal{J}}\left(x^{n}\right)+M \lambda^{n}\right\|_{\mathcal{U}^{*}}+\left\|\partial_{x} \widehat{\mathcal{J}}\left(x^{0}\right)+M \lambda^{0}\right\|_{\mathcal{U}^{*}}+\left\|\partial_{x} \widehat{\mathcal{J}}\left(x^{n}\right)-\partial_{x} \widehat{\mathcal{J}}\left(x^{0}\right)\right\|_{\mathcal{U}^{*}} \\
& \leq C .
\end{aligned}
$$

We now prove that Algorithm 2.1 produces a sequence $\left(x^{k}, \lambda^{k}\right)_{k}$ which is an AKKT point.

Proposition 3.5. Let $\left(x^{k}, \lambda^{k}, \rho^{k}\right)$ be the sequence generated by Algorithm 2.1, and suppose that $x^{k} \rightarrow x^{*}$ in $\mathcal{U}$. Then $x^{*}$ is an AKKT point.

Proof. To prove that $x^{*}$ is an AKKT point, we start by noting that the cost function $\widehat{\mathcal{J}}^{+}(x ; \lambda, \rho)$ defined in (3.4) can be written as

$$
\widehat{\mathcal{J}}^{+}(x ; \lambda, \rho)=\widehat{\mathcal{J}}(x)+\left\langle\lambda, c_{o}(x)\right\rangle_{\mathcal{V}_{\cap}^{*}, \mathcal{V}_{\cap}}+\frac{\rho}{2}\left\|c_{o}(x)\right\|_{L^{2}\left(\Gamma_{\cap}\right)}^{2},
$$

and thus $\partial_{x} \widehat{\mathcal{J}}^{+}(x ; \lambda, \rho)=\partial_{x} \widehat{\mathcal{J}}(x)+M\left(\lambda+\rho c_{o}(x)\right)$. Therefore, in Algorithm 2.1, $x^{k+1}$ complies with

$$
\begin{equation*}
\left\|\partial_{x} \widehat{\mathcal{J}}^{+}\left(x^{k+1} ; \lambda^{k}, \rho^{k}\right)\right\|_{\mathcal{U}^{*}}=\left\|\partial_{x} \widehat{\mathcal{J}}\left(x^{k+1}\right)+M \lambda^{k+1}\right\|_{\mathcal{U}^{*}} \leq \omega^{k} \tag{3.13}
\end{equation*}
$$

As proved in [47, Lemma 3.1.1], $\lim \omega^{k}=\lim \eta^{k}=0$. As a result, $x^{*}$ verifies (3.11) and it remains to prove that $x^{*}$ is a feasible point.

To prove that $c_{o}\left(x^{k}\right) \rightarrow 0$, we consider two cases: $\left(\rho^{k}\right)$ bounded and $\rho^{k} \rightarrow+\infty$.
Case 1: Suppose ( $\rho^{k}$ ) is bounded. Due to how $\left(\rho^{k}\right)$ is updated, this implies that there exists $k_{0} \in \mathbb{N}$ such that, for all $k \geq k_{0}, \rho^{k}=\rho^{k_{0}}$. Therefore, for all $k \geq k_{0}$, we have $\left\|y_{1}\left(x^{k}\right)-y_{2}\left(x^{k}\right)\right\|_{L^{2}\left(\Gamma_{\cap}\right)} \leq \eta^{k}$. Since $\eta^{k} \rightarrow 0$, this implies $y_{1}\left(x^{k}\right)-y_{2}\left(x^{k}\right) \rightarrow 0$ in $L^{2}\left(\Gamma_{\cap}\right)$.

[^3]Case 2: Let us now suppose $\rho^{k} \rightarrow+\infty$. We recall that $\lambda^{k+1}=\lambda^{k}+\rho^{k}\left(y_{1}^{k}-y_{2}^{k}\right)$. Condition (3.13) can then be recast as

$$
\left\|\left(\partial_{x} \widehat{\mathcal{J}}\left(x^{k+1}\right)+M \lambda^{k}\right)+\rho^{k} M\left(y_{1}\left(x^{k}\right)-y_{2}\left(x^{k}\right)\right)\right\|_{\mathcal{U}^{*}} \leq \omega^{k}
$$

Therefore, multiplying by $\left(\rho^{k}\right)^{-1}$, we obtain

$$
\left\|M\left(y_{1}\left(x^{k}\right)-y_{2}\left(x^{k}\right)\right)\right\|_{\mathcal{U}^{*}} \leq \omega^{k}\left(\rho^{k}\right)^{-1}+\left(\rho^{k}\right)^{-1}\left\|\partial_{x} \widehat{\mathcal{J}}\left(x^{k+1}\right)+M \lambda^{k}\right\|_{\mathcal{U}^{*}}
$$

Since $\left(\partial_{x} \widehat{\mathcal{J}}\left(x^{k}\right)\right)$ and $\left(\lambda^{k}\right)$ are bounded, we find $M\left(y_{1}\left(x^{k}\right)-y_{2}\left(x^{k}\right)\right) \rightarrow 0$.
Using now (3.12), one finds $y_{1}\left(x^{k}\right)-y_{2}\left(x^{k}\right) \rightarrow 0$ in $\mathcal{V}_{\cap}^{*}$.
Since the map $x \mapsto c_{o}(x)$ is continuous and we assumed that $x^{k} \rightarrow x^{*}$, we have $c_{o}\left(x^{k}\right) \rightarrow c_{o}\left(x^{*}\right)$ in $\mathcal{V}_{\cap}$. For both cases considered above, we end up having $c_{o}\left(x^{k}\right)=$ $y_{1}\left(x^{k}\right)-y_{2}\left(x^{k}\right) \rightarrow 0$ in $L^{2}\left(\Gamma_{\cap}\right)$ (Case 1) or in $\mathcal{V}_{\cap}^{*}$ (Case 2). We recall that we have $\mathcal{V}_{\cap} \subset L^{2}\left(\Gamma_{\cap}\right) \subset \mathcal{V}_{\cap}^{*}$ with continuous embedding and since $c_{o}\left(x^{k}\right)$ converges to 0 in either $L^{2}\left(\Gamma_{\cap}\right)$ or $\mathcal{V}_{\cap}^{*}$, the uniqueness of the limit in these spaces ensure that $c_{o}\left(x^{*}\right)=0$.

We now prove that $x^{*}$ is the optimal solution of (3.2).
Proposition 3.6. Let $\left(x^{k}, \lambda^{k}\right)$ be the sequence generated by Algorithm 2.1. Suppose that $x^{k} \rightarrow x^{*}$ in $\mathcal{U}$, then $x^{*}$ is the optimal solution of (3.2) with associated multiplier $\lambda^{*}$ which is the weak-limit of $\left(\lambda^{k}\right)$.

Proof. Proposition 3.5 gives that $x^{*}$ is an AKKT point. Since $\mathcal{V}_{\cap}^{*}$ is reflexive, its unit ball is weakly compact. Therefore, Lemma 3.4 implies that there exists $\lambda^{*}$ such that $\lambda^{n} \rightharpoonup \lambda^{*}$ in $\mathcal{V}_{\cap}^{*}$. Therefore, taking the limit in (3.11), and since $x^{*}$ is feasible, $\left(x^{*}, \lambda^{*}\right)$ is such that

$$
\partial_{x} \mathcal{L}\left(x^{*}, \lambda^{*}\right)=\partial_{x} \widehat{\mathcal{J}}\left(x^{*}\right)+M \lambda^{*}=0, c_{o}\left(x^{*}\right)=0
$$

which is exactly the KKT condition (3.10). Since the optimization problems (3.2) and the initial one (2.1) are equivalent, we obtain that $\lambda^{*}$ is given by (3.16) and that $x^{*}$ is the optimal solution of (3.2) which is unique since the latter is convex.

REMARK 3.7. The multiplier $\lambda^{*}$, associated to the continuity constraint of the original optimization problem (3.2), is also directly linked to the continuity constraint of the adjoint variable.
The first order necessary conditions of optimality for (3.2) are given by

$$
\left\{\begin{array}{rl}
\alpha u_{i}-p_{i}=0 \text { in } \Omega_{i},  \tag{3.14}\\
\left.p_{2}\right|_{\Gamma_{\cap}}-\left.p_{1}\right|_{\Gamma_{\cap}}=0,
\end{array}, i=1,2,\left\{\begin{aligned}
-\Delta p_{i}+y_{i} & =y_{\text {target }}, \\
\left.p_{i}\right|_{\partial \Omega} & =0 \\
\partial_{\mathbf{n}_{i}} p_{i} & =(-1)^{i+1} \lambda^{*} \text { on } \Gamma_{\cap},
\end{aligned}\right.\right.
$$

where $p_{i}$ are adjoint variables and $y_{i}=y_{i}\left(u_{i}, g\right)$ are solution to (3.3) that also comply with $\left.y_{1}\left(u_{1}, g\right)\right|_{\Gamma_{\cap}}-\left.y_{2}\left(u_{2}, g\right)\right|_{\Gamma_{\cap}}=0$.

Introducing now $y, p \in H_{0}^{1}(\Omega)$ and $u \in L^{2}(\Omega)$ such that

$$
\left.y\right|_{\Omega_{i}}=y_{i},\left.p\right|_{\Omega_{i}}=p_{i},\left.u\right|_{\Omega_{i}}=u_{i}
$$

we get that $(y, p, u)$ satisfy
(3.15)

$$
\left\{\begin{array}{r}
-\Delta y=f+u \quad \text { in } \Omega \\
y \in H_{0}^{1}(\Omega),
\end{array},\left\{\begin{array}{c}
-\Delta p=-\left(y-y_{\text {target }}\right) \\
p \in H_{0}^{1}(\Omega), \\
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\end{array} \quad \text { in } \Omega, \quad \alpha u-p=0 \text { in } \Omega .\right.\right.
$$

We emphasize that (3.15) are exactly the first order conditions of optimality of the undecomposed optimization problem (2.1). We thus obtain that

$$
\begin{equation*}
\lambda^{*}=\left.(-1)^{i+1} \partial_{\boldsymbol{n}_{i}} p\right|_{\Gamma_{\cap}} \tag{3.16}
\end{equation*}
$$

where $p$ satisfies the coupled system (3.15).
REMARK 3.8 (Extension to more than 2 subdomains). The extension of the convergence results to more subdomains mainly consists in proving that Theorem 3.2 holds when more subdomains are involved. As shown in the appendix, the proof consists in proving that $M$ is injective (which can be easily adapted to a more complex decomposition) and with closed range. This second part seems more challenging for several subdomains and depends on how the decomposition is made. For example, the proof of Lemma A. 1 can be straightforwardly adapted to stripwise decomposition like those used in the numerical experiments from Section 4, mainly because we do not have subdomains with Neumann boundary condtions only. Furthermore, as long as one supposes $M^{*}$ surjective, all the results leading to Proposition 3.6 can be easily adapted to a context with more subdomains. This extension to more subdomains can be seen more easily when one carries a similar analysis we did in section 3 once the problem (3.4) is discretized ; see Appendix B.
3.3. Fourier analysis. To get more insight into the convergence behavior of our new DD Algorithm 2.1, we study its rate of convergence in the case where the penalization parameter $\rho$ is kept constant during the iterations, and the domain is unbounded, $\Omega:=\mathbb{R}^{2}$, with $\left(x_{1}, x_{2}\right)$ a system of coordinates on $\mathbb{R}^{2}$. Let the subdomains $\Omega_{1}:=(-\infty, 0) \times \mathbb{R}, \Omega_{2}:=(0,+\infty) \times \mathbb{R}$, and the interface $\Gamma_{\cap}:=\{0\} \times \mathbb{R}$. In this setting, we can study how the iterations $\left\{\lambda^{k}\right\}$ are converging, see e.g. [20, 26] for this approach to study the convergence of DD methods. The necessary and sufficient optimality conditions for (3.4) are

$$
\left\{\begin{array}{rl}
-\Delta y_{i}^{k} & =f+\alpha^{-1} p_{i}^{k}  \tag{3.17}\\
\left.y_{i}^{k}\right|_{\partial \Omega} & =0, \\
\left.\partial_{\mathbf{n}_{i}} y_{i}^{k}\right|_{\Gamma_{\cap}} & =(-1)^{i+1} g^{k},
\end{array} \quad i=1,2\left\{\begin{aligned}
-\Delta p_{i}^{k}+y_{i}^{k} & =y_{\text {target }}, \\
\left.p_{i}^{k}\right|_{\partial \Omega} & =0 \\
\partial_{\mathbf{n}_{i}} p_{i}^{k} & =(-1)^{i}\left(\lambda^{k}+\rho\left(y_{1}^{k}-y_{2}^{k}\right)\right) \text { on } \Gamma_{\cap}, \\
p_{1}^{k} & =p_{2}^{k} \text { on } \Gamma_{\cap} .
\end{aligned}\right.\right.
$$

Since we are interested in the error in the new DD Algorithm 2.1, without loss of generality, we will suppose that $f \equiv 0$ and $y_{\text {target }} \equiv 0$, so that we can study convergence to zero, i.e. the error equations.

We assume that $\lambda^{0}$ has enough regularity so that its Fourier transform along the vertical axis is well-defined. Let $\omega \in \mathbb{R}$ be the Fourier variable and $(\hat{y}, \hat{p})$ be the Fourier transform in the $x_{2}$ direction of $(y, p)$ along the interface. The Fourier transformed optimality conditions (3.17) then become

$$
\left\{\begin{array}{rl}
\left(-\partial_{x_{1}}^{2}+\omega^{2}\right) \hat{y}_{i}^{k} & =\alpha^{-1} \hat{p}_{i}^{k}  \tag{3.18}\\
\left.\hat{y}_{i}^{k}\right|_{\partial \Omega} & =0, \\
\text { in } \Omega_{i}, \\
\left.\partial_{x_{1}} \hat{y}_{i}^{k}\right|_{\Gamma_{\cap}} & =\hat{g}^{k},
\end{array} \quad i=1,2\left\{\begin{aligned}
\left(-\partial_{x_{1}}^{2}+\omega^{2}\right) \hat{p}_{i}^{k}+\hat{y}_{i}^{k} & =0 \\
\left.\hat{p}_{i}^{k}\right|_{\partial \Omega} & =0 \\
\partial_{x_{1}} \hat{p}_{i}^{k} & =-\left(\hat{\lambda}^{k}+\rho\left(\hat{y}_{1}^{k}-\hat{y}_{2}^{k}\right)\right) \text { on } \Gamma_{\cap}, \\
\hat{p}_{1}^{k} & =\hat{p}_{2}^{k} \text { on } \Gamma_{\cap} .
\end{aligned}\right.\right.
$$

In order to solve this system of ordinary differential equations, we compute $\partial_{x_{1}}^{4} \hat{y}_{i}^{k}$ and
substitute,

$$
\begin{aligned}
\partial_{x_{1}}^{4} \hat{y}_{i}^{k} & =\omega^{2} \partial_{x_{1}}^{2} \hat{y}_{i}^{k}-\alpha^{-1} \partial_{x_{1}}^{2} \hat{p}_{i}^{k} \\
& =\omega^{2} \partial_{x_{1}}^{2} \hat{y}_{i}^{k}-\alpha^{-1}\left(\omega^{2} \hat{p}_{i}^{k}+\hat{y}_{i}^{k}\right) \\
& =\omega^{2} \partial_{x_{1}}^{2} \hat{y}_{i}^{k}-\alpha^{-1} \hat{y}_{i}^{k}-\omega^{2}\left(-\partial_{x_{1}}^{2} \hat{y}_{i}^{k}+\omega^{2} \hat{y}_{i}^{k}\right) \\
& =2 \omega^{2} \partial_{x_{1}}^{2} \hat{y}_{i}^{k}-\left(\omega^{4}+\alpha^{-1}\right) \hat{y}_{i}^{k}
\end{aligned}
$$

Using the boundary conditions at infinity, the solutions are thus of the form

$$
\begin{aligned}
& \hat{y}_{1}^{k}=C_{1}^{k} \exp \left(x_{1} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)+C_{3}^{k} \exp \left(x_{1} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right) \\
& \hat{y}_{2}^{k}=C_{2}^{k} \exp \left(-x_{1} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)+C_{4}^{k} \exp \left(-x_{1} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)
\end{aligned}
$$

where $C_{j}^{k}$ are constants determined by the transmission conditions. This implies for the adjoint variables

$$
\begin{aligned}
& \hat{p}_{1}^{k}=\mathrm{i} \alpha^{\frac{1}{2}}\left(-C_{1}^{k} \exp \left(x_{1} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)+C_{3}^{k} \exp \left(x_{1} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)\right) \\
& \hat{p}_{2}^{k}=\mathrm{i} \alpha^{\frac{1}{2}}\left(-C_{2}^{k} \exp \left(-x_{1} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)+C_{4}^{k} \exp \left(-x_{1} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)\right)
\end{aligned}
$$

The transmission conditions at $x_{1}=0$ then yield

$$
\begin{aligned}
& \left.\partial_{x_{1}} \hat{y}_{1}^{k}\right|_{x_{1}=0}=C_{1}^{k} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}+C_{3}^{k} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}=\hat{g}^{k} \\
& \left.\partial_{x_{1}} \hat{y}_{2}^{k}\right|_{x_{1}=0}=-C_{2}^{k} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}-C_{4}^{k} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}=\hat{g}^{k} \\
& \left.\partial_{x_{1}} \hat{p}_{1}^{k}\right|_{x_{1}=0}=-\mathrm{i} \alpha^{\frac{1}{2}}\left(C_{1}^{k} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}-C_{3}^{k} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)=-\hat{\lambda}^{k+1} \\
& \left.\partial_{x_{1}} \hat{p}_{2}^{k}\right|_{x_{1}=0}=\mathrm{i} \alpha^{\frac{1}{2}}\left(C_{2}^{k} \sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}-C_{4}^{k} \sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}\right)=-\hat{\lambda}^{k+1}
\end{aligned}
$$

Denoting by $A:=\sqrt{\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}$ and $B:=\sqrt{-\mathrm{i} \alpha^{-\frac{1}{2}}+\omega^{2}}$, we thus need to solve the linear system

$$
\left(\begin{array}{cccc}
1 & 0 & 1 & 0 \\
0 & -1 & 0 & -1 \\
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1
\end{array}\right)\left(\begin{array}{c}
A C_{1}^{k} \\
A C_{2}^{k} \\
B C_{3}^{k} \\
B C_{4}^{k}
\end{array}\right)=\left(\begin{array}{c}
\hat{g}^{k} \\
\hat{g}^{k} \\
\mathrm{i} \alpha^{-\frac{1}{2}} \hat{\lambda}^{k+1} \\
-\mathrm{i} \alpha^{-\frac{1}{2}} \hat{\lambda}^{k+1}
\end{array}\right)
$$

The inverse of the system matrix being simply half its transpose, we get

$$
\begin{aligned}
& A C_{1}^{k}=-A C_{2}^{k}=\frac{1}{2}\left(\hat{g}^{k}+\mathrm{i} \alpha^{-\frac{1}{2}} \hat{\lambda}^{k+1}\right) \\
& B C_{3}^{k}=-B C_{4}^{k}= \frac{1}{2}\left(\hat{g}^{k}-\mathrm{i} \alpha^{-\frac{1}{2}} \hat{\lambda}^{k+1}\right) \\
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\end{aligned}
$$



Fig. 3.1: $|R|$ for $\rho=3, \alpha=1 e-5$ (Left) and $\alpha=1$ (Right).

Note in particular that $C_{3}^{k}=-C_{4}^{k}$ and $C_{1}^{k}=-C_{2}^{k}$, and furthermore,

$$
\begin{aligned}
\left.\hat{y}_{1}^{k}\right|_{x_{1}=0}-\left.\hat{y}_{2}^{k}\right|_{x_{1}=0} & =C_{1}^{k}+C_{3}^{k}-\left(C_{2}^{k}+C_{4}^{k}\right) \\
& =2\left(C_{1}^{k}+C_{3}^{k}\right) \\
& =\left(A^{-1}+B^{-1}\right) \hat{g}^{k}+\left(A^{-1}-B^{-1}\right) \mathrm{i} \alpha^{-\frac{1}{2}} \hat{\lambda}^{k+1} \\
\left.\hat{p}_{1}^{k}\right|_{x_{1}=0}-\left.\hat{p}_{2}^{k}\right|_{x_{1}=0} & =-\mathrm{i} \alpha^{\frac{1}{2}}\left(C_{1}^{k}-C_{3}^{k}\right)+\mathrm{i} \alpha^{\frac{1}{2}}\left(C_{2}^{k}-C_{4}^{k}\right) \\
& =-\mathrm{i} \alpha^{\frac{1}{2}}\left(C_{1}^{k}-C_{3}^{k}-C_{2}^{k}+C_{4}^{k}\right) \\
& =2 \mathrm{i} \alpha^{\frac{1}{2}}\left(C_{3}^{k}-C_{1}^{k}\right) \\
& =\mathrm{i} \alpha^{\frac{1}{2}}\left(B^{-1}-A^{-1}\right) \hat{g}^{k}+\left(A^{-1}+B^{-1}\right) \hat{\lambda}^{k+1}
\end{aligned}
$$

Since $\left.\hat{p}_{1}^{k}\right|_{x_{1}=0}-\left.\hat{p}_{2}^{k}\right|_{x_{1}=0}=0$, this implies $\hat{g}^{k}=\mathrm{i} \alpha^{-\frac{1}{2}} \frac{(A+B)}{A-B} \hat{\lambda}^{k+1}$ from which we infer

$$
\left.\hat{y}_{1}^{k}\right|_{x_{1}=0}-\left.\hat{y}_{2}^{k}\right|_{x_{1}=0}=4 \mathrm{i} \alpha^{-\frac{1}{2}}(A-B)^{-1} \hat{\lambda}^{k+1} .
$$

Denote by $D:=4 \mathrm{i} \alpha^{-\frac{1}{2}}(A-B)^{-1}$. Since in our new DD algorithm $\hat{\lambda}^{k}=\hat{\lambda}^{k+1}-$ $\rho\left(\left.\hat{y}_{1}^{k}\right|_{x_{1}=0}-\left.\hat{y}_{2}^{k}\right|_{x_{1}=0}\right)$, substituting the expression of $\left.\hat{y}_{1}^{k}\right|_{x_{1}=0}-\left.\hat{y}_{2}^{k}\right|_{x_{1}=0}$ gives $\hat{\lambda}^{k}=$ $(1-\rho D) \hat{\lambda}^{k+1}$, and we thus obtain for the convergence factor

$$
\begin{equation*}
R:=\frac{\hat{\lambda}^{k+1}}{\hat{\lambda}^{k}}=(1-\rho D)^{-1}=\left(1-\frac{4 \mathrm{i} \rho}{\alpha^{1 / 2}\left(\sqrt{\omega^{2}+\mathrm{i} \alpha^{-1 / 2}}-\sqrt{\omega^{2}-\mathrm{i} \alpha^{-1 / 2}}\right)}\right)^{-1} \tag{3.19}
\end{equation*}
$$

where we substituted the expressions for $D$. Direct computations show that

$$
\lim _{\alpha \rightarrow 0} R=0, R=\frac{\mathrm{i} \alpha^{1 / 2}}{4 \rho}\left(\sqrt{\omega^{2}+\mathrm{i} \alpha^{-1 / 2}}-\sqrt{\omega^{2}-\mathrm{i} \alpha^{-1 / 2}}\right)+O\left(\frac{1}{\rho^{2}}\right) .
$$

Note that, for all $\alpha \geq 0$ and any frequency $\omega,|R|$ is strictly smaller than 1 as soon as $\rho$ is large enough, which indicates geometric convergence of the new DD algorithm. We show a plot of $|R|$ for chosen parameters in Figure 3.1. We see that convergence is rather fast, even for low frequencies $\omega$, and the method is a smoother: high frequencies converge extremely fast. Such behavior is also confirmed by our numerical results from Section 4 which show that the convergence of our decompose-then-optimize method is robust with respect to meshsize along with the number of subdomains. This Fourier analysis also indicates that these properties are going to hold regardless the discretization used.
4. Numerical experiments. We now test our algorithm on two examples. We will mainly pay attention to how the error evolves with the number of iterations and when the mesh is refined or the number of domains increases. An iteration here should be understood as the number of times one solves (2.6) and updates $\rho$ or $\lambda$; see the while loop in Algorithm 2.1. We discretized the Laplacian using Q1 Finite Elements on a structured cartesian mesh with step size $h$ in both $x_{1}$ and $x_{2}$ directions. The minimization problems in each iteration of our new DD algorithm are solved using the quadprog routine of MATLAB, which uses an interior-point algorithm, and we used $\tau=5, \rho_{i j}^{0}=3$, and $\lambda_{i j}^{0}$ is a random initial guess with values between 0 and 10 . The code used for the computations is available online ${ }^{4}$.
4.1. Badly insulated room. Our first example is a badly insulated room, for which a floor heating should be designed, and we study the convergence of our new DD method when only 5 iterations are performed. The room geometry is $\Omega:=(-1,1) \times$ $(0,1)$, with non-insulated walls that are at temperature zero, modeled by homogeneous Dirichlet conditions, and we want to see how a floor heating system would have to operate to heat it up to 20 degrees hence $y_{\text {target }}\left(x_{1}, x_{2}\right)=20$. The room has in addition and open window at the bottom left where cold air acts as a heat sink, and similarly a skylight on the right in the middle, see Figure 4.1 (top left). We model this with $f\left(x_{1}, x_{2}\right)=-3000 \mathrm{e}^{-50\left(\left(x_{1}-0.5\right)^{2}+\left(x_{2}-0.5\right)^{2}\right)}-3000 \times \mathbf{1}_{[-0.75,-0.25] \times[0,0.25]}$, where $\mathbf{1}_{\mathcal{O}}$ is the indicator function of the set $\mathcal{O}$.

We decompose the room into two subdomains $\Omega_{1}:=(-1,0) \times(0,1)$ and $\Omega_{2}:=$ $(0,1) \times(0,1)$, and apply our new domain decomposition algorithm in order to compute the optimal floor heating. We show in Figure 4.1 at the top the optimal control found for the floor heating by our new DD algorithm (middle), and the achieved room temperature (right), when using as penalization $\alpha=1 e-5$. We see that such a badly insulated room is not at all suitable for floor heating, which needs to be evenly distributed; a more classical configuration with radiators along the walls, and especially in front of the window would be much more suitable. Floor heating systems are only good for well insulated buildings! In the bottom row we show the convergence of our new DD algorithm, on the left for the controls $u_{j}$ and on the right for the solutions $y_{j}$. The error here is the difference between the iterates of our new DD algorithm and the solution computed on the whole domain directly, measured in the infinity norm in volume. We see that convergence is very fast: the error is reduces by 6 orders of magnitude in five iterations, and convergence is robust in the mesh size $h$ : when the mesh is refined, convergence gets actually a little faster before approaching a limit.

We next increase the number of subdomains, using a decomposition into equal vertical strips $\Omega_{j}=\left(x_{j}, x_{j+1}\right) \times(0,1), x_{j}=-1+2 j / J, j=0, \ldots, J$. We show in Figure 4.2 the errors for $J=2,4,8,16$ subdomains and meshsize $h=1 / 64$. We see that convergence is still very fast and does not depend on the number of subdomains, the new DD method is scalable.
4.2. Convergence behavior with respect to $\alpha$. We now test the convergence properties of our new DD algorithm as $\alpha$ varies. To do this, we consider a model problem inspired by [27], namely

$$
y_{\text {target }}\left(x_{1}, x_{2}\right):=C \sin \left(l \pi x_{1}\right) \sin \left(l \pi x_{2}\right), \text { and } f\left(x_{1}, x_{2}\right):=2 C l^{2} \pi^{2} \sin \left(l \pi x_{1}\right) \sin \left(l \pi x_{2}\right),
$$

[^4]

Fig. 4.1: Badly insulated room example: heat sinks (top left), best floor heating found by our new DD algorithm (top middle), temperature distribution achieved (top right). Bottom left: convergence of the new DD algorithm for the control $u$ for different mesh sizes ( $\log$ scale for the ordinate axis); bottom right: corresponding results for the solution $y$ ( $\log$ scale for the ordinate axis).


Fig. 4.2: Convergence of the new DD algorithm for the control $u$ (left) and solution $y$ (right) for different different numbers of subdomains for the badly insulated room example. Both figures are with log scale for the ordinate axis.
for different parameters $C \in \mathbb{R}$, and $l \in \mathbb{N}$. The optimal solution is $u^{*}=0$ and $y^{*}=y_{\text {target }}$, for all admissible choices of parameters $C, l, \alpha$. We solve this problem with our new DD Algorithm 2.1 using a decomposition into equal vertical strips as in the first physical example, and convergence parameters $\max _{i j} \omega_{i j}^{k}=\max _{i j} \eta_{i j}^{k}=10^{-10}$.

Results for different values of $\alpha, h$ and the number of subdomains are shown in Table 4.1 and Figure 4.3. We see that our new DD algorithm remains robust and fast


Fig. 4.3: Convergence of the new DD algorithm with different values of $\alpha$ on the second example.
when changing the parameter $\alpha$, the stepsize $h$ and the number of subdomains. The number of iterations needed to achieve the prescribed precision is roughly constant in all our tests. Note nevertheless that, for large $\alpha$, the rate slightly changes with a bigger number of subdomains.
5. Conclusions. We introduced a new concept for designing domain decomposition methods to solve optimal control problems in parallel: instead of following the optimize then decompose approach, we followed the decompose then optimize approach. Using then an augmented Lagrangian algorithm for the decomposed problem (or any other optimization technique) leads to new types of domain decomposition methods for such problems. We studied a particular example of such a new domain decomposition method, namely when the Dirichlet trace jump is also added as a penalization term in the augmented Lagrangian formulation.

Many other new domain decomposition methods can be obtain this way, for example by also including in the penalization the Neumann jump, or the entire PDE constraint. Our choice led to a domain decomposition method which is robust under mesh refinement, which lets us believe that this approach for designing new domain decomposition methods is a rather powerful one.

## Appendix A. Surjectivity of operator $M^{*}$.

In this section, we will focus on proving that the derivative of the continuity constraint given by $c_{o}:\left.\left(u_{1}, u_{2}, g\right) \in \mathcal{U} \mapsto y_{1}\left(u_{1}, g\right)\right|_{\Gamma_{\cap}}-\left.y_{2}\left(u_{2}, g\right)\right|_{\Gamma_{\cap}} \in \mathcal{V}_{\cap}$, where $y_{i}\left(u_{i}, g\right)$ solves (3.3), is surjective. This condition (called regularity condition or constraint qualification) serves in order to prove that a minimizer of (3.2) respects the first order conditions of optimality (or KKT conditions). We recall that we denote by $M^{*}$ the derivative of $c_{o}$ with respect to $\left(u_{1}, u_{2}, g\right)$. We first derive an explicit expression for $M$. To do this, we introduce the Lagrangian of (3.2),

$$
\begin{aligned}
\mathcal{L}(y, u, g, p, \lambda)= & \sum_{i=1}^{2} \int_{\Omega_{i}} \nabla y_{i} \cdot \nabla p_{i}-(-1)^{i+1} \int_{\Gamma_{\cap}} g p_{i}-\int_{\Omega_{i}}\left(f_{i}+u_{i}\right) p_{i} \\
& +\frac{1}{2} \int_{\Omega_{i}}\left(y_{i}-y_{\text {target }}\right)^{2}+\frac{\alpha}{2} \int_{\Omega_{i}} u_{i}^{2}+\int_{\Gamma_{\cap}}\left(y_{1}-y_{2}\right) \lambda .
\end{aligned}
$$

where we set $u:=\left(u_{1}, u_{2}\right), y:=\left(y_{1}, y_{2}\right)$ and $p:=\left(p_{1}, p_{2}\right)$. In order to derive an explicit expression of $M$, we compute the derivative of $\mathcal{L}$ and obtain

$$
\partial_{u, g} \mathcal{L}(y(u, g), u, g, p, \lambda)=\left(\begin{array}{c}
\alpha u_{1}-p_{1} \\
\alpha u_{2}-p_{2} \\
p_{1}-\left.p_{2}\right|_{\Gamma_{\cap}}
\end{array}\right)=\partial_{u, g} \widehat{\mathcal{J}}(u, g)+M \lambda
$$

where $M: \mathcal{V}_{\cap}^{*} \rightarrow \mathcal{U}^{*}$ is the adjoint of $M^{*}$. Using classical computations, we can also prove that

$$
\partial_{u, g} \widehat{\mathcal{J}}(u, g)=\left(\begin{array}{c}
\alpha u_{1}-\bar{p}_{1} \\
\alpha u_{2}-\bar{p}_{2} \\
\left.\bar{p}_{2}\right|_{\Gamma_{\cap}}-\left.\bar{p}_{1}\right|_{\Gamma_{\cap}}
\end{array}\right) \text { where }\left\{\begin{aligned}
&-\Delta \bar{p}_{i}+y_{i}=y_{\text {target }} \\
&\left.\bar{p}_{i}\right|_{\partial \Omega}=0 \\
& \partial_{\mathbf{n}} \bar{p}_{i}=0 \text { on } \Gamma_{\cap}
\end{aligned}\right.
$$

Therefore, we get

$$
M \lambda=\partial_{u, g} \mathcal{L}(y(u, g), u, g, p, \lambda)-\partial_{u, g} \widehat{\mathcal{J}}(u, g)=\left(\begin{array}{c}
q_{1} \\
q_{2} \\
\left.q_{1}\right|_{\Gamma_{\cap}}-\left.q_{2}\right|_{\Gamma_{\cap}}
\end{array}\right)
$$

where $q_{i}=\bar{p}_{i}-p_{i} \in H^{1}\left(\Omega_{i}\right)$ is the weak solution of

$$
\left\{\begin{align*}
-\Delta q_{i} & =0  \tag{A.1}\\
\left.q_{i}\right|_{\partial \Omega} & =0 \\
\partial_{\mathbf{n}} q_{i} & =(-1)^{i+1} \lambda \text { on } \Gamma_{\cap}
\end{align*}\right.
$$

Note that $M$ does not depend on the controls.
Lemma A.1. The operator $M: \lambda \in \mathcal{V}_{\cap}^{*} \mapsto M \lambda \in \mathcal{U}^{*}$ is injective with closed range.
Proof. Injectivity: Let $\lambda$ be such that $M \lambda=0$. The associated $q_{i}$ are then harmonic and verify the transmission condition (on $\Gamma_{\cap}$ ) $\left.q_{1}\right|_{\Gamma_{\cap}}-\left.q_{2}\right|_{\Gamma_{\cap}}=0$ and $\partial_{\mathbf{n}_{1}} q_{1}+$
$\partial_{\mathbf{n}_{2}} q_{2}=0$. As a result, $q_{i}=\left.q\right|_{\Omega_{i}}$ where $q \in H_{0}^{1}(\Omega)$ is harmonic. Therefore $q=0$ and thus $\lambda=\partial_{\mathbf{n}_{1}} q_{1}=0$.

Closed range: Let $M \lambda_{n}=\left(q_{1, n}, q_{2, n}, \varphi_{n}\right)^{\top}$ be a sequence of images such that $q_{i, n}$ converges toward some $q_{i}$ in $L^{2}\left(\Omega_{i}\right)$ and $\varphi_{n}$ converges toward some $\varphi$ in $H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)$. To show that $M$ has closed range, we have to prove that there exists $\lambda \in H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*}$ such that $M \lambda=\left(q_{1}, q_{2}, \varphi\right)^{\top}$.

Step 1: Since $q_{i, n}$ is harmonic on $\Omega_{i}$, we have

$$
\forall \psi_{i} \in \mathcal{C}_{c}^{\infty}\left(\Omega_{i}\right): \int_{\Omega_{i}} q_{i, n} \Delta \psi_{i} d x=0
$$

Using the $L^{2}$ convergence of $q_{i, n}$ toward $q_{i}$, we obtain that $q_{i}$ satisfies

$$
\forall \psi_{i} \in \mathcal{C}_{c}^{\infty}\left(\Omega_{i}\right): \int_{\Omega_{i}} q_{i} \Delta \psi_{i} d x=0
$$

and Weyl's Lemma (see e.g. [52, p. 78, Theorem 18.G]) ensures that $q_{i} \in \mathcal{C}^{\infty}\left(\Omega_{i}\right)$ and satisfies $\Delta q_{i}=0$ pointwise in $\Omega_{i}$.

Step 2: Let us consider the spaces

$$
H_{i, \Delta}:=\left\{\Phi_{i} \in H^{1}\left(\Omega_{i}\right)\left|\Delta \Phi_{i} \in L^{2}\left(\Omega_{i}\right), \Phi_{i}\right|_{\partial \Omega_{i} \backslash \Gamma_{\cap}}=0\right\}
$$

For any $\varphi \in H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)$, we denote by $\widetilde{\varphi}$ its extension by zero to $\partial \Omega_{i}$. The latter is in $H^{1 / 2}\left(\partial \Omega_{i}\right)$ and the surjectivity of the trace operator gives the existence of some $\mathcal{E} \tilde{\varphi} \in H^{1}\left(\Omega_{i}\right)$ such that $\left.\mathcal{E} \tilde{\varphi}\right|_{\partial \Omega_{i}}=\tilde{\varphi}$ and $\|\mathcal{E} \tilde{\varphi}\|_{H^{1}\left(\Omega_{i}\right)} \lesssim\|\tilde{\varphi}\|_{H_{00}^{1 / 2}\left(\partial \Omega_{i}\right)}$. From the Green's formula, for all $\Phi_{i} \in H_{i, \Delta}$,

$$
\left\langle\partial_{\mathbf{n}_{i}} \Phi_{i}, \varphi\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}=\int_{\Omega_{i}} \nabla \Phi_{i} \cdot \nabla \mathcal{E} \tilde{\varphi} d x+\int_{\Omega_{i}} \Delta \Phi_{i} \mathcal{E} \tilde{\varphi} d x
$$

and thus, we can prove, using the Cauchy-Schwarz inequality, that

$$
\left|\left\langle\partial_{\mathbf{n}_{i}} \Phi_{i}, \varphi\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}\right| \lesssim\|\varphi\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}\left(\left\|\Phi_{i}\right\|_{H^{1}\left(\Omega_{i}\right)}+\left\|\Delta \Phi_{i}\right\|_{L^{2}\left(\Omega_{i}\right)}\right) .
$$

As a result, taking the supremum over all $\varphi$ such that $\|\varphi\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}=1$, we prove that the linear map

$$
\partial_{\mathbf{n}_{i}}: \Phi_{i} \in H_{i, \Delta} \mapsto \partial_{\mathbf{n}_{i}} \Phi_{i} \in H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*}
$$

is continuous. In addition, for any harmonic $\Phi_{i} \in H_{i, \Delta}$, we have the bound

$$
\left\|\partial_{\mathbf{n}_{i}} \Phi_{i}\right\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*}} \lesssim\left\|\Phi_{i}\right\|_{H^{1}\left(\Omega_{i}\right)} \lesssim\left\|\nabla \Phi_{i}\right\|_{L^{2}\left(\Omega_{i}\right)}
$$

where we used the Poincaré inequality to get the last upper bound.
Step 3: Both $q_{i, n}$ satisfy the weak formulation

$$
\forall \psi_{i} \in V_{i}: \int_{\Omega_{i}} \nabla q_{i, n} \cdot \nabla \psi_{i} d x=\left\langle\partial_{\mathbf{n}_{i}} q_{i, n}, \psi_{i}\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)},
$$

where $V_{i}:=\left\{\psi_{i} \in H^{1}\left(\Omega_{i}\right)\left|\psi_{i}\right|_{\partial \Omega_{i} \backslash \Gamma_{\cap}}=0\right\}$. Now taking $\psi_{i}=q_{i, n}$, one gets

$$
\begin{aligned}
\sum_{i}\left\|\nabla q_{i, n}\right\|_{L^{2}\left(\Omega_{i}\right)}^{2} & =\left\langle\partial_{\mathbf{n}_{i}} q_{1, n}, q_{1, n}\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}+\left\langle\partial_{\mathbf{n}_{2}} q_{2, n}, q_{2, n}\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} \\
& =\left\langle\partial_{\mathbf{n}_{1}} q_{1, n}, q_{1, n}-q_{2, n}\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} \\
& =\left\langle\partial_{\mathbf{n}_{1}} q_{1, n}, \varphi_{n}\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}
\end{aligned}
$$

where we used that $\left.\partial_{\mathbf{n}_{1}} q_{1, n}\right|_{\Gamma_{\mathrm{n}}}+\left.\partial_{\mathbf{n}_{2}} q_{2, n}\right|_{\Gamma_{\mathrm{n}}}=0$ and that, due to the definition of $M$, we have $\varphi_{n}=q_{1, n}-q_{2, n}$. Using now Step 2, we obtain that

$$
\sum_{i}\left\|\nabla q_{i, n}\right\|_{L^{2}\left(\Omega_{i}\right)}^{2} \leq\left\|\partial_{\mathbf{n}_{i}} q_{1, n}\right\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*}}\left\|\varphi_{n}\right\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} \lesssim\left\|\nabla q_{1, n}\right\|_{L^{2}\left(\Omega_{1}\right)}\left\|\varphi_{n}\right\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} .
$$

Using finally Young's inequality, we get

$$
\sum_{i}\left\|\nabla q_{i, n}\right\|_{L^{2}\left(\Omega_{i}\right)}^{2} \lesssim\left\|\varphi_{n}\right\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}^{2} .
$$

Since $\varphi_{n}$ is assumed to converge toward $\varphi$, it is bounded and thus the sequences $\left(q_{i, n}\right)_{n}$ are also bounded (uniformly with respect to $n$ ) in $H^{1}\left(\Omega_{i}\right)$. We can then extract subsequences that converge weakly in $H^{1}\left(\Omega_{i}\right)$ toward $q_{i}$. The trace operator being compact, we obtain that $\left.q_{i}\right|_{\partial \Omega_{i} \backslash \Gamma_{\cap}}=0$ and $\varphi=\left.q_{1}\right|_{\Gamma_{\cap}}-\left.q_{2}\right|_{\Gamma_{n}}$. Since $q_{i} \in V_{i}$ is harmonic, it also belongs to $H_{i, \Delta}$ and its normal derivative can be defined as an element of $H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*}$.

Step 4: We now identify the limit of the sequence $\lambda_{n}$. Let $\eta \in H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)$, since its extension by zero (denoted by $\tilde{\eta}$ ) over $\partial \Omega_{i}$ is in $H^{1 / 2}\left(\partial \Omega_{i}\right)$, we have some $\mathcal{E}_{i} \tilde{\eta} \in V_{i}$ such that $\left.\mathcal{E}_{i} \tilde{\eta}\right|_{\partial \Omega_{i}}=\tilde{\eta}$ and $\left\|\mathcal{E}_{i} \tilde{\eta}\right\|_{H^{1}\left(\Omega_{i}\right)} \lesssim\|\tilde{\eta}\|_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}$. Using that $\lambda_{n}=(-1)^{i+1} \partial_{\mathbf{n}_{i}} q_{i, n}$ and the weak formulation satisfied by $q_{i, n}$, we have

$$
\begin{aligned}
\left\langle\lambda_{n}, \eta\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)}= & \frac{1}{2}\left\langle\partial_{\mathbf{n}_{1}} q_{1, n},\left.\mathcal{E}_{1} \tilde{\eta}\right|_{\Gamma_{\cap}}\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} \\
& \quad-\frac{1}{2}\left\langle\partial_{\mathbf{n}_{2}} q_{2, n},\left.\mathcal{E}_{2} \tilde{\eta}\right|_{\Gamma_{\cap}}\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} \\
= & \frac{1}{2} \int_{\Omega_{1}} \nabla q_{1, n} \cdot \nabla \mathcal{E}_{1} \tilde{\eta} d x-\frac{1}{2} \int_{\Omega_{2}} \nabla q_{2, n} \cdot \nabla \mathcal{E}_{2} \tilde{\eta} d x .
\end{aligned}
$$

Now passing to the limit (after extracting a subsequence), we obtain that

$$
\begin{aligned}
\lim _{n \rightarrow+\infty}\left\langle\lambda_{n}, \eta\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} & =\frac{1}{2} \int_{\Omega_{1}} \nabla q_{1} \cdot \nabla \mathcal{E}_{1} \tilde{\eta} d x-\frac{1}{2} \int_{\Omega_{2}} \nabla q_{2} \cdot \nabla \mathcal{E}_{2} \tilde{\eta} d x \\
& =\left\langle\frac{1}{2}\left(\partial_{\mathbf{n}_{1}} q_{1}-\partial_{\mathbf{n}_{2}} q_{2}\right), \eta\right\rangle_{H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*} \times H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)} .
\end{aligned}
$$

We have then proved that $\left(\lambda_{n}\right)_{n} \subset H_{00}^{1 / 2}\left(\Gamma_{\cap}\right)^{*}$ has a subsequence converging toward $\lambda=\frac{1}{2}\left(\partial_{\mathbf{n}_{1}} q_{1}-\partial_{\mathbf{n}_{2}} q_{2}\right)$. We emphasize that each $q_{i}$ is unique since it is defined as the $L^{2}$-limit of $q_{i, n}$ and then the limit of the subsequence of $\left(\lambda_{n}\right)$ is also unique. Urysohn's subsequence principle finally proves that the whole sequence $\lambda_{n}$ converges toward $\lambda$. Since $M \lambda=\left(q_{1}, q_{2},\left.q_{1}\right|_{\Gamma_{\cap}}-\left.q_{2}\right|_{\Gamma_{\cap}}\right)^{t}=\left(q_{1}, q_{2}, \varphi\right)^{t}$ this proves that the range of $M$ is closed.

Applying now [10, Théorème II.20], we obtain Theorem 3.2.
Appendix B. Surjectivity of operator $M^{*}$ when discretized with finite element.

Using a standard Galerkin method to discretize the continuous optimal control problem (3.2) following the notations in [19], we can go left the black arrow in the
middle of Figure 1.1 and obtain the discrete optimal control problem

$$
\begin{align*}
\min & \sum_{i=1}^{2} \frac{1}{2}\left(\boldsymbol{y}_{i}-\boldsymbol{y}_{\text {target }_{i}}\right)^{\top} N_{i}\left(\boldsymbol{y}_{i}-\boldsymbol{y}_{\text {target }_{i}}\right)+\frac{\alpha}{2} \boldsymbol{u}_{i}^{\top} N_{i} \boldsymbol{u}_{i}  \tag{B.1}\\
\text { s.t. } & \left\{\begin{array}{l}
K_{i} \boldsymbol{y}_{i}=\boldsymbol{F}_{i}+N_{i} \boldsymbol{u}_{i}+(-1)^{i+1} B_{i}^{\top} \boldsymbol{g}, i=1,2, \\
B_{1} \boldsymbol{y}_{1}-B_{2} \boldsymbol{y}_{2}=0,
\end{array}\right.
\end{align*}
$$

where $\boldsymbol{y}_{i} \in \mathbb{R}^{n_{i}^{s}+n^{I}}$ is the vector of degrees of freedom of the finite element approximation of $y_{i}, n_{i}^{s}$ is the number of interior nodes in $\Omega_{i}$ and $n^{I}$ the number of interface nodes on $\Gamma_{\cap}$, and $B_{i}$ is of the form $B_{i}=\left[0_{i}, I_{i}\right], i=1,2$, where $0_{i}$ is an $n^{I} \times n_{i}^{s}$ zero matrix, and $I_{i}$ is the $n^{I} \times n^{I}$ identity matrix. $K_{i}$ is the stiffness matrix and $N_{i}$ the mass matrix, that are both invertible.

Solving this discrete optimal control problem (B.1) with the same new DD algorithm based on the augmented Lagrangian approach leads to the decoupled augmented discrete Lagrangian

$$
\begin{align*}
\min & \sum_{i=1}^{2} \frac{1}{2}\left(\boldsymbol{y}_{i}\left(\boldsymbol{u}_{i}, \boldsymbol{g}\right)-\boldsymbol{y}_{\text {target }_{i}}\right)^{\top} N_{i}\left(\boldsymbol{y}_{i}\left(\boldsymbol{u}_{i}, \boldsymbol{g}\right)-\boldsymbol{y}_{\text {target }_{i}}\right)+\frac{\alpha}{2} \boldsymbol{u}_{i}^{\top} N_{i} \boldsymbol{u}_{i}  \tag{B.2}\\
& +\left(\boldsymbol{\lambda}^{k}\right)^{\top}\left(B_{1} \boldsymbol{y}_{1}\left(\boldsymbol{u}_{1}, \boldsymbol{g}\right)-B_{2} \boldsymbol{y}_{2}\left(\boldsymbol{u}_{2}, \boldsymbol{g}\right)\right)+\frac{\rho^{k}}{2}\left\|B_{1} \boldsymbol{y}_{1}\left(\boldsymbol{u}_{1}, \boldsymbol{g}\right)-B_{2} \boldsymbol{y}_{2}\left(\boldsymbol{u}_{2}, \boldsymbol{g}\right)\right\|_{2}^{2}
\end{align*}
$$

where $\boldsymbol{y}_{i}\left(\boldsymbol{u}_{i}, \boldsymbol{g}\right)$ satisfy

$$
K_{i} \boldsymbol{y}_{i}=\boldsymbol{F}_{i}+N_{i} \boldsymbol{u}_{i}+(-1)^{i+1} B_{i}^{\top} \boldsymbol{g}, \quad i=1,2 .
$$

As in the continuous framework, the convergence of our new DD method given by Algorithm 2.1 depends on the surjectivity of the derivative of $M_{h}^{*}:\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \boldsymbol{g}\right) \mapsto$ $B_{1} \boldsymbol{y}_{1}\left(\boldsymbol{u}_{1}, \boldsymbol{g}\right)-B_{2} \boldsymbol{y}_{2}\left(\boldsymbol{u}_{2}, \boldsymbol{g}\right)$ where $\boldsymbol{y}_{i}\left(\boldsymbol{u}_{i}, \boldsymbol{g}\right)$ verify $K_{i} \boldsymbol{y}_{i}=\boldsymbol{F}_{i}+N_{i} \boldsymbol{u}_{i}+(-1)^{i+1} B_{i}^{\top} \boldsymbol{g}, i=$ 1,2 (see (3.12) and A for this property at the continuous level).

Proposition B.1. The derivative of $M_{h}^{*}$ w.r.t. $\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \boldsymbol{g}\right)$ is onto.
Proof. Note first that

$$
\begin{aligned}
B_{1} \boldsymbol{y}_{1}\left(\boldsymbol{u}_{1}, \boldsymbol{g}\right)-B_{2} \boldsymbol{y}_{2}\left(\boldsymbol{u}_{2}, \boldsymbol{g}\right)= & \left(\begin{array}{ccc}
B_{1} K_{1}^{-1} N_{1} & -B_{2} K_{2}^{-1} N_{2} & B_{1} K_{1}^{-1} B_{1}^{\top}-B_{2} K_{2}^{-1} B_{2}^{\top}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{u}_{1} \\
\boldsymbol{u}_{2} \\
\boldsymbol{g}
\end{array}\right) \\
& +B_{1} K_{1}^{-1} \boldsymbol{F}_{1}-B_{2} K_{2}^{-1} \boldsymbol{F}_{2}
\end{aligned}
$$

Therefore, the derivative of $M_{h}^{*}$ is simply given by

$$
\partial M_{h}^{*}=\left(B_{1} K_{1}^{-1} N_{1} \quad-B_{2} K_{2}^{-1} N_{2} \quad B_{1} K_{1}^{-1} B_{1}^{\top}-B_{2} K_{2}^{-1} B_{2}^{\top}\right)
$$

In order to prove that $\partial M_{h}^{*}$ is surjective, we will prove that $\left(\partial M_{h}\right)$ is injective. Let $\boldsymbol{\lambda} \in \mathbb{R}^{n^{I}}$. Suppose $\left(\partial M_{h}\right) \boldsymbol{\lambda}=0$. This implies that

$$
\begin{aligned}
K_{1}^{-\top} B_{1}^{\top} N_{1} \boldsymbol{\lambda} & =0 \\
-K_{2}^{-\top} B_{2}^{\top} N_{2} \boldsymbol{\lambda} & =0 \\
\left(B_{1} K_{1}^{-\top} B_{1}^{\top}-B_{2} K_{2}^{-\top} B_{2}^{\top}\right) \boldsymbol{\lambda} & =0
\end{aligned} \Longleftrightarrow \begin{aligned}
& B_{1}^{\top} N_{1} \boldsymbol{\lambda}=0 \\
& B_{2}^{\top} N_{2} \boldsymbol{\lambda}=0
\end{aligned} \Longleftrightarrow \boldsymbol{\lambda}=0 .
$$

The proof of the convergence of our new discrete DD algorithm to the solutions of (B.1) can then be done as in the Section 3, or can be found in [6]. Note also that in this discrete context, the extension to a striped decomposition with more subdomains becomes easier, since only the injectivity of $M$ needs to be proved.
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| \#subd. | h | $\alpha$ | Err. on y | Err. on $\mathbf{u}$ | Err. on g | Cost | \# it. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1/64 | $1.0 \mathrm{e}+01$ | $1.03 \mathrm{e}-09$ | $1.81 \mathrm{e}-12$ | $4.02 \mathrm{e}-08$ | $4.18 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}+00$ | $1.07 \mathrm{e}-09$ | $1.87 \mathrm{e}-11$ | $4.02 \mathrm{e}-08$ | $4.49 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}-02$ | $5.78 \mathrm{e}-10$ | $8.58 \mathrm{e}-10$ | $4.02 \mathrm{e}-08$ | $1.14 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}-04$ | $1.50 \mathrm{e}-09$ | $4.69 \mathrm{e}-08$ | $4.03 \mathrm{e}-08$ | $2.06 \mathrm{e}-21$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $5.30 \mathrm{e}-09$ | $1.62 \mathrm{e}-06$ | $4.14 \mathrm{e}-08$ | $2.67 \mathrm{e}-21$ | 4 |
|  | 1/256 | $1.0 \mathrm{e}+01$ | $1.11 \mathrm{e}-09$ | $1.97 \mathrm{e}-12$ | $4.92 \mathrm{e}-11$ | $4.91 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}+00$ | $1.12 \mathrm{e}-09$ | $1.98 \mathrm{e}-11$ | $4.93 \mathrm{e}-11$ | $4.98 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}-02$ | $7.35 \mathrm{e}-10$ | $1.09 \mathrm{e}-09$ | $4.65 \mathrm{e}-11$ | $1.83 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}-04$ | $1.43 \mathrm{e}-09$ | $4.45 \mathrm{e}-08$ | $7.58 \mathrm{e}-11$ | $1.84 \mathrm{e}-21$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $4.68 \mathrm{e}-09$ | $1.48 \mathrm{e}-06$ | $6.34 \mathrm{e}-10$ | $2.64 \mathrm{e}-21$ | 4 |
| 4 | 1/64 | $1.0 \mathrm{e}+01$ | $2.64 \mathrm{e}-10$ | $5.06 \mathrm{e}-13$ | $4.01 \mathrm{e}-08$ | $2.06 \mathrm{e}-22$ | 6 |
|  |  | $1.0 \mathrm{e}+00$ | $2.11 \mathrm{e}-10$ | $3.85 \mathrm{e}-12$ | $4.01 \mathrm{e}-08$ | $1.45 \mathrm{e}-22$ | 6 |
|  |  | $1.0 \mathrm{e}-02$ | $2.46 \mathrm{e}-10$ | $2.88 \mathrm{e}-10$ | $4.01 \mathrm{e}-08$ | $2.00 \mathrm{e}-22$ | 6 |
|  |  | $1.0 \mathrm{e}-04$ | $1.42 \mathrm{e}-09$ | $4.17 \mathrm{e}-08$ | $4.03 \mathrm{e}-08$ | $4.59 \mathrm{e}-21$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $6.33 \mathrm{e}-09$ | $1.72 \mathrm{e}-06$ | $4.22 \mathrm{e}-08$ | $9.48 \mathrm{e}-21$ | 4 |
|  | 1/256 | $1.0 \mathrm{e}+01$ | $3.12 \mathrm{e}-10$ | $6.09 \mathrm{e}-13$ | $4.20 \mathrm{e}-11$ | $3.07 \mathrm{e}-22$ | 6 |
|  |  | $1.0 \mathrm{e}+00$ | $3.59 \mathrm{e}-10$ | $6.68 \mathrm{e}-12$ | $4.24 \mathrm{e}-11$ | $4.29 \mathrm{e}-22$ | 6 |
|  |  | $1.0 \mathrm{e}-02$ | $2.14 \mathrm{e}-10$ | $2.50 \mathrm{e}-10$ | $4.13 \mathrm{e}-11$ | $1.97 \mathrm{e}-22$ | 6 |
|  |  | $1.0 \mathrm{e}-04$ | $1.53 \mathrm{e}-09$ | $4.47 \mathrm{e}-08$ | $7.43 \mathrm{e}-11$ | $4.68 \mathrm{e}-21$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $4.71 \mathrm{e}-09$ | $1.49 \mathrm{e}-06$ | $6.58 \mathrm{e}-10$ | $7.82 \mathrm{e}-21$ | 4 |
| 8 | 1/64 | $1.0 \mathrm{e}+01$ | $1.66 \mathrm{e}-09$ | $6.25 \mathrm{e}-12$ | $4.02 \mathrm{e}-08$ | $3.00 \mathrm{e}-20$ | 6 |
|  |  | $1.0 \mathrm{e}+00$ | $1.83 \mathrm{e}-09$ | $6.10 \mathrm{e}-11$ | $4.02 \mathrm{e}-08$ | $3.36 \mathrm{e}-20$ | 6 |
|  |  | $1.0 \mathrm{e}-02$ | $7.39 \mathrm{e}-10$ | $2.23 \mathrm{e}-09$ | $4.02 \mathrm{e}-08$ | $4.28 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}-04$ | $7.98 \mathrm{e}-10$ | $2.36 \mathrm{e}-08$ | $4.02 \mathrm{e}-08$ | $1.01 \mathrm{e}-21$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $6.35 \mathrm{e}-09$ | $2.01 \mathrm{e}-06$ | $4.22 \mathrm{e}-08$ | $2.23 \mathrm{e}-20$ | 4 |
|  | 1/256 | $1.0 \mathrm{e}+01$ | 8.14e-10 | $3.05 \mathrm{e}-12$ | $4.59 \mathrm{e}-11$ | $7.94 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}+00$ | $1.31 \mathrm{e}-09$ | $4.43 \mathrm{e}-11$ | $4.96 \mathrm{e}-11$ | $1.78 \mathrm{e}-20$ | 6 |
|  |  | $1.0 \mathrm{e}-02$ | $3.64 \mathrm{e}-10$ | $1.18 \mathrm{e}-09$ | $4.26 \mathrm{e}-11$ | $1.31 \mathrm{e}-21$ | 6 |
|  |  | $1.0 \mathrm{e}-04$ | $1.01 \mathrm{e}-09$ | $3.25 \mathrm{e}-08$ | $4.28 \mathrm{e}-11$ | $1.61 \mathrm{e}-21$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $5.09 \mathrm{e}-09$ | $1.65 \mathrm{e}-06$ | $6.69 \mathrm{e}-10$ | $2.01 \mathrm{e}-20$ | 4 |
| 16 | 1/64 | $1.0 \mathrm{e}+01$ | $1.41 \mathrm{e}-09$ | $5.91 \mathrm{e}-12$ | $4.02 \mathrm{e}-08$ | $4.37 \mathrm{e}-20$ | 7 |
|  |  | $1.0 \mathrm{e}+00$ | $1.05 \mathrm{e}-09$ | $4.70 \mathrm{e}-11$ | $4.02 \mathrm{e}-08$ | $2.57 \mathrm{e}-20$ | 7 |
|  |  | $1.0 \mathrm{e}-02$ | $2.11 \mathrm{e}-10$ | $6.16 \mathrm{e}-10$ | $4.01 \mathrm{e}-08$ | $4.69 \mathrm{e}-22$ | 7 |
|  |  | $1.0 \mathrm{e}-04$ | $4.50 \mathrm{e}-10$ | $2.40 \mathrm{e}-08$ | $4.02 \mathrm{e}-08$ | $5.22 \mathrm{e}-22$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $5.56 \mathrm{e}-09$ | $1.55 \mathrm{e}-06$ | $4.14 \mathrm{e}-08$ | $1.43 \mathrm{e}-20$ | 4 |
|  | 1/256 | $1.0 \mathrm{e}+01$ | $1.25 \mathrm{e}-09$ | $5.35 \mathrm{e}-12$ | $5.00 \mathrm{e}-11$ | $3.53 \mathrm{e}-20$ | 7 |
|  |  | $1.0 \mathrm{e}+00$ | $1.54 \mathrm{e}-09$ | $6.75 \mathrm{e}-11$ | $5.30 \mathrm{e}-11$ | $5.62 \mathrm{e}-20$ | 7 |
|  |  | $1.0 \mathrm{e}-02$ | $2.78 \mathrm{e}-10$ | $1.17 \mathrm{e}-09$ | $4.24 \mathrm{e}-11$ | $1.70 \mathrm{e}-21$ | 7 |
|  |  | $1.0 \mathrm{e}-04$ | $5.00 \mathrm{e}-10$ | $2.56 \mathrm{e}-08$ | $4.21 \mathrm{e}-11$ | $6.82 \mathrm{e}-22$ | 5 |
|  |  | $1.0 \mathrm{e}-06$ | $4.59 \mathrm{e}-09$ | $1.37 \mathrm{e}-06$ | $5.92 \mathrm{e}-10$ | $1.26 \mathrm{e}-20$ | 4 |

Table 4.1: Errors on the optimal solution for the second example using different values of $\alpha$ and number of subdomains. The parameters were fixed as $l=2, C=1$.
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